
Ah, That‘s Why!
The tech behind AI chatbots



Tilman Scheel & ASK

Lawyer, art historian, lecturer on AI

IT for film festivals and libraries since 2004

CEO of ava-library.com and AboutSomethinK.org 

ASK is the first AI – Chatbot for public libraries in the 

world. ASK is in production for all Berlin libraries since 

June 2024 on voebb.de 



Collaborations

URL: voebb.ava.watch

URL: https://zonnedorp.bibliotheek.be/test-chatbot



Terminology & Challenges

Recommendation bot similarity search, probability 

Service bot precision and timeliness, hallucinations 

Knowledge bot format chaos, data protection

Media bot amount of data, copyright, references
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Alternatives: RAG vs Fine Tuning

Prompt: Take the same image and let the child hold the 
book

Prompt: A librarian holds a book and appears to teach a 
child. Style of Abd al-Samad and Mir Sayyid Al. 



Trade-Offs & Peculiarities

(in tech …) 



Trade-Offs

Size of the LLM vs cost vs speed vs usability of the 
results (not: precision!) 

Controls & data protection vs cost and effort 
(self-hosting - API usage)

Jack of all trades vs AI “team”

Prompting & Context vs cost vs speed 
vs usability of the results
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Trade Offs - Size of Prompts 



User Bot
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AI peculiarities – solutions

● Probability Engine Expectation Management, Search (-)

● Similarity Search Function Call: „Exclude“

● „Niche Date“ Hybrid search, Time

● Answering Machine Detailed prompt, Links, Metadata

● Structured Data (-) Clean up metadata, Vectors, Finetuning, Research

● Unwanted Content Improve prompting 



The cat chases 

Probability vs. Precision / Predictability

Samurai  5% 

Mouse 70% 

Squirrel 20%

Temple 5 % 

Fuji  0%

Prompt: Cat thinking about chasing five very different 
items, including a mouse, hokusai style



Similarity Search

Question: 
Can you recommend books in the 
style of „A Tramp Abroad?“ by Mark Twain

Problem: 
The most similar books are the
various editions of „A Tramp Abroad“ 

Solution: 
Exclude Function

Prompt: an image with 4 boys, looking and dressing 
similar because they are quadruplets. Michelangelo style



„Niche Data“

Questions:
Do you have books of Mosolff? 

Problem: 
- LLMs store semantics in a context. 
- They store vectors, not letter sequences. 
- Proper names have no meaning, and if 

they are very rare, there is no context in 
which they could be embedded.

Solution: 
- Hybrid Search
- Time

Prompt: design an image of a crazy scientist who is 
writing a large volume of a book, Sumi-e style



Response Engine

Question:
Until when can I return my book? 

Problem: 
Precision and timeliness

Solutions: 
Prompts & Links

Prompt: a khmer sculpture representing a know-it-all



Response Engine – Live



Structured Data vs. Natural Language

Question: 
I'm looking for health journals 

Problem: 
Metadata is not always conclusive
(according to the understanding of an LLM). 

Possible solutions: 
- Prompt the specific metadata
- Customize importer
- Fine-tuning

 Research Project: How to prepare structured
metadata (chunking, „naturalizing“, weighing…) 

Prompt: Two women discussing with each other. One 
in a baroque costume the other dressed strictly in a 
kimono, looking a bit in a bad mood. Rubens style.   



The title is Bewegungstherapie und Gesundheitssport B 
& G ; offizielles Organ des Deutschen Verbandes für 
Gesundheitssport und Sporttherapie e.V. (DVGS).

….
A variation of the title is "B & G".
A variation of the title is "B und G".
The link id is 990125318930206441.
This catalog entry refers to an electronic resource.
This catalog entry has been produced in Germany.
The physical description is Online-Ressource.
The content type is text.
The media type is computer.
The carrier type is online resource.
[Link](https://doi.org/10.1055/s-00000119).
[Link](https://ezb.ur.de/?2141948-6).
Index terms are Zeitschrift.

Structured Data vs. Natural Language - Live

https://doi.org/10.1055/s-00000119
https://ezb.ur.de/?2141948-6


Vision – Do science, spread knowledge



Vision – Networks of knowledge and culture



Homework
The VÖBB chatbot's metaprompt is freely available at 
https://github.com/voebb-dev/voebb-chatbot

Test the VÖBB chatbot and identify problems, malfunctions, 
weaknesses.
Is there a fundamental weakness here (see above), or is there 
a chance to do it better using prompting?

If the latter: try to adapt the meta prompt to fix the problems.

In another session, we will test selected approaches live in the 
bot. You can register here:

12 March 5pm 

Please register here:

https://us06web.zoom.us/meeting/register/VXI_1nTlT4W5BEb
sXKJPSQ

https://github.com/voebb-dev/voebb-chatbot
https://us06web.zoom.us/meeting/register/VXI_1nTlT4W5BEbsXKJPSQ
https://us06web.zoom.us/meeting/register/VXI_1nTlT4W5BEbsXKJPSQ


Answer everything vs. Not really everything

Question: 
I'm looking a biography of Hitler 

Problem:
Prompting prohibits recommending books by Hitler. 

This restricts the recommendations in the context of National Socialism too much. 

Solutions: 
Finely granulated prompting, 



Now what?  

Play, Test, Learn, Share

DO!

www.aboutsomethink.org/pricing

http://www.aboutsomethink.org/pricing


Thank you !

tilman.scheel@aboutsomethink.org

https://www.linkedin.com/in/tilman-scheel-2221297/

Survey please!

https://aboutsomethink.org/webinars

mailto:tilman.scheel@aboutsomethink.org
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